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#### Abstract

Dynamic stability of a rotating ring subjected to harmonic perturbations in input angular rate is examined using an asymptotic approach. The governing equations that represent the transverse and tangential in-plane motion of the ring are derived via Hamilton's principle. The equations of motion, after discretization and suitable linearization, represent a two-degree-of-freedom time-varying linear gyroscopic system. Such a system can exhibit instability behaviour characterized by exponential growth in response amplitudes. Employing the method of averaging, conditions for instability are obtained in closed-form. Instability boundaries for the ring in the excitation intensity-frequency space are then established for small excitation amplitudes. In addition, effects of damping, input angular rate variations, and imperfection due to the ring asymmetry are discussed. (C) 2006 Elsevier Ltd. All rights reserved.


## 1. Introduction

Conventional angular rate sensors such as mechanical and fibre-optic/laser gyroscopes have been traditionally used in applications where emphasis is placed on precise measurement of angular motion or angular rate of a rotating body. These systems typically lead to large, expensive and mechanically/electrically sophisticated packages [1]. Thus, an alternative technology using vibrating structures to provide gyroscopic torque from Coriolis acceleration had received noticeable attention owing to the potential for mass production of these devices via micromachining processes. In this class of devices, elements such as beams, tuning forks, spring-mass, and thin rings have been used to represent the vibratory structural element. In recent years, ringtype structures have gained much acceptance due to inherent advantages such as minimal drift to temperature fluctuation, high sensitivity to rotation, and less sensitivity to environment vibrations [2,3]. In practice, when these devices are mounted on a rotating body, they can be influenced by a harmonic perturbation of small intensity due to fluctuations in the system itself and/or from the surrounding environment. The purpose of the present study is to investigate the stability behaviour, taking this fluctuation into consideration.

A significant number of studies on dynamics of rotating rings have been performed in the recent past. Huang and Soedel [4] studied the in-plane vibrations of rotating rings, and Eley et al. [5] performed a study on the effects of Coriolis coupling between the in-plane and out-of-plane motions. Stability investigations on

[^0]different forms of rotating mechanical systems have also received notable attention. Stability analysis of a linear gyroscopic system that represents the motion of a rotating beam was performed by Kammer and Schlack [6]. In this paper, effects of periodic perturbation in the spin rate on the stability behaviour of the system were studied by employing the Krylov-Bogoliubov-Mitropolsky (KBM) method, while Van Doorn and Asokanthan [7] used the method of averaging for studying the stability of a rotating dual-spin spacecraft. Natsiavas [8] investigated the stability of rotating thin circular rings subjected to parametric angular velocity excitation. In this study, nonlinear effects were included, and instability regions for the case of combination parametric resonance were established via the method of multiple time scales.
In the present study, an approximate form of the equations of motion is first obtained from a rotating ring model developed by Huang and Soedel [4] assuming that the ring is perfectly symmetric. In practice, however, the ring may not be perfectly symmetric, and the asymmetry causes differences in either or both the mass and stiffness of the ring [5]. Hence, for more accurate predictions of dynamics and stability characteristics, inclusion of the above effects is warranted. Although both mass and stiffness asymmetries are caused by asymmetry of the ring, both terms affect the non-rotating ring natural frequencies. In order to demonstrate the effect of ring asymmetry, inclusion of one of these terms is adequate. Hence, in the present study, only a difference in the mass is assumed for simplicity. Also, in the present study, the input angular rate is considered time varying, and as a result the centrifugal terms appear explicitly in the approximated model. Closed-form stability conditions are obtained via the Method of Averaging, and these conditions when plotted in a suitable parameter space give much insight on the stability behaviour. Instability regions in the excitation intensityfrequency space are established and discussed for varying parameter values of damping and input angular rate with the effects due to ring asymmetry included. It is envisaged that the results from the present study may be used for improving the design of this class of devices, so that they can be used in applications that demand high accuracy and sensitivity.

## 2. Equations of motion

The ring used for the present study is assumed to possess isotropic and homogeneous material properties, and the transverse shear deformation effects are considered negligible based on the Bernoulli-Euler theory [9]. Fig. 1 illustrates the ring supported internally with eight springs. The support springs are considered to possess significantly low stiffness and hence assumed not to have significant effects on the ring dynamics.


Fig. 1. Schematic of rotating ring with support springs.

A body fixed frame, $X-Y-Z$, has been used for representing the angular motion of the ring with respect to the inertial frame $R$, and the locations of the neutral surface elements in the rotational coordinates can be defined by introducing curvilinear surface coordinates $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$. In Fig. 1, $r$ represents the mean radius of the ring and $u_{r}$ and $u_{\theta}$ represent, respectively, the transverse and circumferential displacements. This form of arrangement is typical in the design of an angular rate sensor that uses a ring-type structural element.

Considering that the ring rotates about the $z$-axis with an angular rate, $\Omega(t)$, and neglecting the rotary inertia effects, the kinetic energy of the rotating ring can be expressed by

$$
\begin{equation*}
T=\frac{\rho A r}{2} \int_{0}^{2 \pi}|\mathbf{v}|^{2} \mathrm{~d} \theta \tag{1}
\end{equation*}
$$

where $\rho$ represents the material density of the ring and $A$ represents the cross-sectional area of the ring. The amplitude square of the velocity, $|\mathbf{v}|^{2}$, for the ring element in the $X-Y-Z$ frame can be written by

$$
\begin{equation*}
|\mathbf{v}|^{2}=\left(\dot{u}_{r}^{2}+\dot{u}_{\theta}^{2}\right)+\Omega^{2}\left(u_{\theta}^{2}+u_{r}^{2}+2 r u_{r}+r^{2}\right)+2 \Omega\left(\dot{u}_{\theta} u_{r}-\dot{u}_{r} u_{\theta}+r \dot{u}_{\theta}\right) . \tag{2}
\end{equation*}
$$

In order to obtain an expression for the strain energy, a relationship between the strain and the displacement can be written as follows [10]:

$$
\begin{gather*}
\varepsilon_{r}=0, \quad \varepsilon_{\theta}=\varepsilon_{\theta}^{o}+\alpha_{3} K_{\theta},  \tag{3}\\
\varepsilon_{\theta}^{o}=\frac{1}{r}\left(\frac{\partial u_{\theta}}{\partial \theta}+u_{r}\right), \quad K_{\theta}=\frac{1}{r} \frac{\partial \beta}{\partial \theta}=\frac{1}{r^{2}}\left(\frac{\partial u_{\theta}}{\partial \theta}-\frac{\partial^{2} u_{r}}{\partial \theta^{2}}\right), \tag{4}
\end{gather*}
$$

where $\varepsilon_{r}$ and $\varepsilon_{\theta}$, respectively, represent the radial and tangential strain components. The change of curvature is denoted by $K_{\theta}$ and is related to the rotation angle $\beta$. The membrane strain is denoted by $\varepsilon_{\theta}^{o}$ while the relative location from the neutral surface is represented by $\alpha_{3}$. In addition, the strain caused by the centrifugal forces that result from the ring rotation must be considered and can be expressed in the following form [4]:

$$
\begin{equation*}
\varepsilon_{\theta}^{i}=\frac{1}{2 r^{2}}\left[\left(u_{r}+\frac{\partial u_{\theta}}{\partial \theta}\right)^{2}+\left(\frac{\partial u_{r}}{\partial \theta}-u_{\theta}\right)^{2}\right] \tag{5}
\end{equation*}
$$

The strain energy of the ring can now be formulated using the expressions for the strains given in Eqs. (3) and (5):

$$
\begin{equation*}
U=b r \int_{-h / 2}^{h / 2} \int_{0}^{2 \pi}\left[\frac{1}{2} \sigma_{\theta}\left(\varepsilon_{\theta}+\varepsilon_{\theta}^{i}\right)+\sigma_{\theta}^{i}\left(\varepsilon_{\theta}+\varepsilon_{\theta}^{i}\right)\right] \mathrm{d} \theta \mathrm{~d} \alpha_{3} \tag{6}
\end{equation*}
$$

where $h$ denotes the radial thickness while $b$ denotes the axial thickness of the ring as illustrated in Fig. 1. The normal stress component in the circumferential direction is denoted by $\sigma_{\theta}$ while the normal stress caused by the centrifugal force is denoted by $\sigma_{\theta}^{i}$ which is approximately equal to $\rho r^{2} \Omega^{2}$ [11].

The equations that govern the in-plane motion of the ring can be derived via the Hamilton's principle [10]

$$
\begin{equation*}
\delta \int_{t_{0}}^{t_{1}}(U-T) \mathrm{d} t=0 \tag{7}
\end{equation*}
$$

where $\delta$ represents the variational symbol and time variables $t_{0}$ and $t_{1}$ are arbitrary. The equations of motion are

$$
\begin{align*}
& -\frac{E A}{b r^{2}}\left(u_{\theta}^{\prime \prime}+u_{r}^{\prime}\right)-\frac{E I}{b r^{4}}\left(u_{\theta}^{\prime \prime}-u_{r}^{\prime \prime \prime}\right)+\rho h \Omega^{2}\left(-2 u_{r}^{\prime}-u_{\theta}^{\prime \prime}\right)+k_{\theta} u_{\theta}+\rho h\left(\ddot{u}_{\theta}+\dot{\Omega} u_{r}+2 \Omega \dot{u}_{r}\right)=0,  \tag{8}\\
& \frac{E A}{b r^{2}}\left(u_{\theta}^{\prime}+u_{r}\right)-\frac{E I}{b r^{4}}\left(u_{\theta}^{\prime \prime \prime}-u_{r}^{\prime \prime \prime}\right)+\rho h \Omega^{2}\left(2 u_{\theta}^{\prime}-u_{r}^{\prime \prime}\right)+k_{r} u_{r}+\rho h\left(\ddot{u}_{r}-\dot{\Omega} u_{\theta}-2 \Omega \dot{u}_{\theta}\right)=0, \tag{9}
\end{align*}
$$

where $E$ represents the Young's modulus, and the area moment of inertia of the ring cross section about its neutral axis is expressed as $I=b h^{3} / 12$. In Eqs. (8) and (9) the time derivatives are indicated by (), while the spatial derivatives are indicated by ( $)^{\prime}$. It is worth noting that the rotational rate $\Omega$ is assumed to be timedependent in this study, and as a result the equations of motion include terms that contain the angular
acceleration term $\dot{\Omega}$. Due to the periodic nature of solutions, the circumferential (extensional) and radial displacement can be assumed as follows:

$$
\begin{align*}
& u_{r}(\theta, t)=\sum_{n=0}^{\infty}\left[q_{1}(t) \cos (n \theta)+q_{2}(t) \sin (n \theta)\right],  \tag{10}\\
& u_{\theta}(\theta, t)=\sum_{n=0}^{\infty}\left[q_{3}(t) \cos (n \theta)+q_{4}(t) \sin (n \theta)\right], \tag{11}
\end{align*}
$$

where the generalized coordinates, $q_{1}$ and $q_{2}$, represent flexural modes of the in-plane ring vibration while the coordinates, $q_{3}$ and $q_{4}$, represent extensional modes of the in-plane ring vibration. It may be noted that in vibratory angular rate sensor applications, only one of the second flexural modes is excited since it provides the largest angular-shift due to external rate input [3]. Thus, the second flexural modes are chosen for investigating natural frequency variation with the input angular rate and for performing stability analysis via suitable modelling. The second in-plane flexural mode shapes and the associated generalized coordinates of a ring are shown in Fig. 2. The two degenerate modal configurations are separated by $45^{\circ}$ due to ring symmetry as depicted in the figure. Also, reversal of the nodes and the anti-nodes associated with the two configurations are illustrated in this figure. Utilizing an approximate relationship between the extensional and the flexural modes [4], the four generalized coordinates can be reduced to two generalized coordinates that are associated with the flexural modes of the in-plane ring vibration:

$$
\begin{equation*}
q_{3}=-(1 / n) q_{1}, \quad q_{4}=(1 / n) q_{2} \tag{12}
\end{equation*}
$$

where $n$ represents the mode number which in the present case is equal to a value 2 and the discretized equation of motion in the flexural coordinate vector $\mathbf{q}=\left[q_{1} q_{2}\right]^{\mathrm{T}}$ is derived by

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+(\mathbf{G}+\mathbf{D}) \dot{\mathbf{q}}+\mathbf{K q}=\mathbf{0} . \tag{13}
\end{equation*}
$$

In Eq. (13), the system matrices can be expressed by

$$
\begin{gather*}
\mathbf{M}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1+\delta m
\end{array}\right], \quad \mathbf{G}=\left[\begin{array}{cc}
0 & -2 \Omega \gamma \\
2 \Omega \gamma & 0
\end{array}\right], \\
\mathbf{D}=\left[\begin{array}{cc}
2 \zeta \omega_{o 1} & 0 \\
0 & 2 \zeta \omega_{o 2}
\end{array}\right], \quad \mathbf{K}=\left[\begin{array}{cc}
\kappa_{1}+\kappa_{2} \Omega^{2} & -\dot{\Omega} \gamma \\
\dot{\Omega} \gamma & \kappa_{1}+\kappa_{2} \Omega^{2}
\end{array}\right], \tag{14}
\end{gather*}
$$

with

$$
\gamma=\frac{\left(\tilde{b}+n^{2} \tilde{a}\right)}{n(\tilde{a}+\tilde{b})}, \quad \kappa_{1}=\frac{\tilde{b} \tilde{c}-n^{2} \tilde{a}^{2}}{\rho A(\tilde{a}+\tilde{b})}, \quad \kappa_{2}=\frac{n^{2}(\tilde{b}+\tilde{c}-4 \tilde{a})}{\tilde{a}+\tilde{b}}-\frac{\left(2+n^{2}\right)\left(\tilde{b} \tilde{c}-n^{2} \tilde{a}\right)}{(\tilde{a}+\tilde{b})^{2}},
$$




Fig. 2. Second flexural mode shapes of a ring: $\bullet$, node; $\boldsymbol{\square}$, anti-node; $\cdot--$, nodal line.

$$
\tilde{a}=n^{2} \frac{E I}{r^{4}}+\frac{E A}{r^{2}}, \quad \tilde{b}=n^{2}\left(\frac{E I}{r^{4}}+\frac{E A}{r^{2}}\right), \quad \tilde{c}=n^{4} \frac{E I}{r^{4}}+\frac{E A}{r^{2}}, \quad n=2
$$

where $\mathbf{M}$ is the mass matrix in which a mass mismatch $\delta m$ is added to represent the ring asymmetry, $\mathbf{G}$ is the skew-symmetric gyroscopic matrix which results from Coriolis acceleration, $\mathbf{D}$ is the damping matrix, and $\mathbf{K}$ is the stiffness matrix. The matrices $\mathbf{M}, \mathbf{D}$, and $\mathbf{K}$ are symmetric. The approximated parameters $\gamma, \kappa_{1}$, and $\kappa_{2}$ are constant values that depend on the mode number $n$ and the physical properties of a ring. In the Damping matrix, $\zeta$ represents the damping ratio, and $\omega_{01}$ and $\omega_{02}$, respectively, represent non-rotating ring fundamental natural frequencies that are associated with the flexural generalized coordinates $q_{1}$ and $q_{2}$. Further details of derivation of the equations can be found in the paper by Huang and Soedel [4].

## 3. Stability analysis

For the purpose of investigating the stability of a rotating ring subjected to periodic perturbation in the angular rate, the input angular rate is assumed to take the form:

$$
\begin{equation*}
\Omega(t)=\bar{\Omega}(1+\mu \cos v t), \quad 0<\mu \ll 1 \tag{15}
\end{equation*}
$$

where $\bar{\Omega}$ is the amplitude of the input angular rate, $\mu$ represents the small dimensionless amplitude of fluctuation, and $v$ represents the frequency of the imposed periodic excitation. For the purpose of investigating the stability behaviour in a small neighbourhood around certain critical frequency $\omega_{o}$, the excitation frequency is written in the form

$$
\begin{equation*}
v=\omega_{0}(1-\lambda), \quad|\lambda| \leqslant 1, \tag{16}
\end{equation*}
$$

where $\lambda$ denotes a detuning parameter. When the system is under the specified periodic excitation, the motion of the rotating ring can be represented by a parametrically excited gyroscopic system. It is known that closed form solutions for this class of systems are not available. However, asymptotic methods such as the method of multiple scales [12], and the method of averaging [13] can be employed to construct asymptotic solutions. The method of averaging has been successfully employed for studying stability of rotating mechanical systems that are of a similar class [7]. Before performing any analytical stability analysis, it is first necessary to decouple the equations of motion, which are coupled via the gyroscopic and stiffness terms. It is known that the skewsymmetric gyroscopic coupling in the equations cannot be removed using the classical point transformation. A contact transformation [7] is used in the present paper to decouple the system, and for this purpose, the equations are formulated in the Hamiltonian form.
To this end, Eq. (13) is rearranged to the following form:

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{G}_{c} \dot{\mathbf{q}}+\mathbf{K}_{c} \mathbf{q}=\mathbf{F}(\mathbf{q}, \dot{\mathbf{q}}, t) \tag{17}
\end{equation*}
$$

with

$$
\mathbf{F}=-\mathbf{D} \dot{\mathbf{q}}-f_{c}(t)\left(\hat{\mathbf{G}}_{c} \dot{\mathbf{q}}+\hat{\mathbf{K}}_{c} \mathbf{q}\right)-v f_{s}(t) \hat{\mathbf{K}}_{s} \mathbf{q}, \quad f_{c}(t)=\cos v t, \quad f_{s}(t)=\sin v t
$$

where $\mathbf{G}_{c}, \hat{\mathbf{G}}_{c}, \mathbf{K}_{c}, \hat{\mathbf{K}}_{c}$, and $\hat{\mathbf{K}}_{s}$ contain the time-invariant portion of $\mathbf{G}$ and $\mathbf{K}$ matrices, and the right-hand side of Eq. (17) contains smaller amplitude excitation and the damping terms which are considered small. Now, by letting the right-hand side to be zero, the homogeneous equation can be obtained by

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{q}}+\mathbf{G}_{c} \dot{\mathbf{q}}+\mathbf{K}_{c} \mathbf{q}=\mathbf{0} . \tag{18}
\end{equation*}
$$

Since the mass matrix $\mathbf{M}$ is positive definite, the corresponding Hamiltonian function $\mathbf{H}$ can be formulated using the generalized coordinate vector $\mathbf{q}$ and by introducing the momentum conjugate vector $\mathbf{P}$. A set of firstorder Hamilton's equations that are equivalent to the original second-order form can be obtained in terms of the variable $\check{\mathbf{u}}$ where $\check{\mathbf{u}}=\left[\begin{array}{ll}\mathbf{q} & \mathbf{p}\end{array}\right]^{\mathrm{T}}[7]$. A contact transformation of the form $\check{\mathbf{u}}=\mathbf{T} \cdot \check{\mathbf{v}}$ can then be employed to decouple the system of equations that are now expressed in terms of the transformed variable $\check{v}$ that contains the transformed generalized coordinate vector, $\mathbf{Q}$, and the momentum conjugate vector, $\mathbf{P}$. The transformed equations are

$$
\breve{\mathbf{v}}^{\prime}=\mathbf{J} \hat{\mathbf{H}}^{o} \check{\mathbf{v}}+\left[\lambda \mathbf{J} \hat{\mathbf{H}}^{o}-\mathbf{D}^{o}-\mathbf{A}^{o} \cos \tau-\mathbf{B} \sin \tau\right] \check{\mathbf{v}}, \quad \check{\mathbf{v}}=\left[\begin{array}{ll}
\mathbf{Q} & \mathbf{P} \tag{19}
\end{array}\right]^{\mathrm{T}},
$$

where the non-dimensional time, $\tau=v t$, is introduced for simplicity, and the prime denotes differentiation with respect to non-dimensional time $\tau$. The system matrices associated with Eq. (19) are derived to be

$$
\begin{gathered}
\hat{\mathbf{H}}^{o}=\operatorname{diag}\left\{K_{1}, K_{2} ; K_{1}, K_{2}\right\} \quad \text { and } \quad K_{i}=\omega_{i} / \omega_{0} \quad(i=1,2), \\
\mathbf{D}^{o}=\left(\mathbf{T}^{-1} \tilde{\mathbf{D}} \mathbf{J H T}\right) / \omega_{0}, \quad \mathbf{A}^{o}=\left(\mathbf{T}^{-1} \hat{\tilde{\mathbf{G}}}_{c} \mathbf{J H T}+\mathbf{T}^{-1} \hat{\tilde{\mathbf{K}}}_{c} \mathbf{T}\right) / \omega_{0}, \quad \mathbf{B}=\mathbf{T}^{-1} \hat{\tilde{\mathbf{K}}}_{s} \mathbf{T}, \\
\mathbf{J}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{I} \\
-\mathbf{I} & \mathbf{0}
\end{array}\right], \quad \tilde{\mathbf{D}}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{D} & \mathbf{0}
\end{array}\right], \quad \hat{\tilde{\mathbf{G}}}_{c}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\hat{\mathbf{G}}_{c} & \mathbf{0}
\end{array}\right], \quad \hat{\tilde{\mathbf{K}}}_{c}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\hat{\mathbf{K}}_{c} & \mathbf{0}
\end{array}\right], \quad \hat{\tilde{\mathbf{K}}}_{s}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\hat{\mathbf{K}}_{s} & \mathbf{0}
\end{array}\right],
\end{gathered}
$$

where the terms $\omega_{i}(i=1,2)$ represent the rotating ring natural frequencies that are associated with the flexural generalized coordinates $q_{1}$ and $q_{2}$. Martices $\mathbf{I}$ and $\mathbf{0}$ represent, respectively, $2 \times 2$ identity matrix and null matrix, while $\mathbf{T}$ denotes the transformation matrix. The details of the elements of matrices $\mathbf{T}, \mathbf{D}^{o}, \mathbf{A}^{o}$, and $\mathbf{B}$ are given in Appendix A.

Since the method of averaging requires the system equations to be expressed in terms of the amplitude and phase variables, generalized coordinates $\mathbf{Q}$ and momentum vector $\mathbf{P}$ in Eq. (19) are transformed to amplitude and phase variables $a(\tau)$ and $\phi(\tau)$ via:

$$
\begin{equation*}
Q_{i}=a_{i}(\tau) \sin \Phi_{i}(\tau), \quad P_{i}=a_{i}(\tau) \cos \Phi_{i}(\tau), \quad \Phi_{i}(\tau)=K_{i} \tau+\phi_{i}(\tau), \quad i=1,2 \tag{20a,b}
\end{equation*}
$$

After this transformation procedure, the equations in the so called "standard form" can be expressed by

$$
\begin{gather*}
a_{i}^{\prime}=g_{i} \sin \Phi_{i}+g_{(i+2)} \cos \Phi_{i}  \tag{21a}\\
a_{i} \phi_{i}^{\prime}=\lambda K_{i} a_{i}+g_{i} \cos \Phi_{i}-g_{(i+2)} \sin \Phi_{i}, \quad i=1,2, \tag{21b}
\end{gather*}
$$

where

$$
\begin{align*}
g_{k}= & \sum_{l=1}^{2}\left\{-\left[D_{k l}^{o} a_{l} \sin \Phi_{l}+D_{k(l+2)}^{o} a_{l} \sin \Phi_{l}\right]-\cos \tau\left[A_{k l}^{o} a_{l} \sin \Phi_{l}+A_{k(l+2)}^{o} a_{l} \sin \Phi_{l}\right]\right. \\
& \left.-\sin \tau\left[B_{k l} a_{l} \sin \Phi_{l}+B_{k(l+2)} a_{l} \sin \Phi_{l}\right]\right\}, \quad k=i, i+2 \tag{22}
\end{align*}
$$

Since Eqs. (21) are exactly equivalent to Eq. (17), by applying an averaging operator

$$
\begin{equation*}
M(\cdot)=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{\tau}^{\tau+T}(\cdot) \mathrm{d} \tau \tag{23}
\end{equation*}
$$

the averaged amplitude and phase valuables can be obtained, where it is understood that the integration is performed over explicit time $\tau$ for one period $T$ [13]. Examination of the averaged equations indicate that the stability of the solutions depends on whether or not the excitation frequency $v$ is in the neighbourhood of certain critical frequencies. Omitting the higher-order resonances that are not of significance [14], in the present study the method averaging was performed for three different cases.

### 3.1. Case I-non-resonance

The stability of solutions is examined for the conditions of $K_{i} \neq(1 / 2)$ and $\left|K_{i} \pm K_{j}\right| \neq 1(i, j=1,2) i \neq j$. Applying the averaging operator $M$ to Eqs. (21), a set of averaged equations can be obtained as follows:

$$
\begin{equation*}
\bar{a}_{i}^{\prime}=-\frac{\bar{a}_{i}}{2}\left(D_{i i}^{o}+D_{(i+2)(i+2)}^{o}\right), \quad \bar{\phi}_{i}^{\prime}=\lambda K_{i}-\frac{1}{2}\left(D_{i(i+2)}^{o}-D_{(i+2) i}^{o}\right), \quad i=1,2 \tag{24a,b}
\end{equation*}
$$

Now inserting Eqs. (26) into Eq. (22), and then solving for $\mathbf{Q}$ and $\mathbf{P}$ results in

$$
\begin{equation*}
Q_{i}=\bar{a}_{i C} \mathrm{e}^{-\frac{1}{2}\left(D_{i i}^{o}+D_{(i+2)(i+2)}^{o}\right) \tau} \sin \left[\omega_{i} t-\frac{1}{2}\left(D_{i(i+2)}^{o}-D_{(i+2) i}^{o}\right) \tau+\bar{\phi}_{i C}\right], \tag{25a}
\end{equation*}
$$

$$
\begin{equation*}
P_{i}=\bar{a}_{i C} \mathrm{e}^{-\frac{1}{2}\left(D_{i i}^{o}+D_{(i+2)(i+2)}^{o}\right) \tau} \cos \left[\omega_{i} t-\frac{1}{2}\left(D_{i(i+2)}^{o}-D_{(i+2) i}^{o}\right) \tau+\bar{\phi}_{i C}\right], \quad i=1,2, \tag{25b}
\end{equation*}
$$

where $\bar{a}_{i C}$ and $\bar{\phi}_{i C}$ are arbitrary constants. When the non-dimensional time $\tau$ approaches infinity, the variables $Q_{i}$ and $P_{i}$ approach zero meaning that the system is stable. Hence, in the non-resonance case, the periodic parametric excitation cannot lead the system into instability.

### 3.2. Case II—sub-harmonic resonance

Under the sub-harmonic resonance conditions, $K_{i}=1 / 2\left(\omega_{0}=2 \omega_{i}, i=1,2\right)$, the stability of the solution is examined by employing the averaged equations:

$$
\begin{gather*}
\bar{a}_{i}^{\prime}=\bar{a}_{i}\left(Z_{i}+\frac{1}{2} U_{i} \sin 2 \bar{\phi}_{i}+\frac{1}{2} V_{i} \cos 2 \bar{\phi}_{i}\right),  \tag{26a}\\
\bar{\phi}_{i}^{\prime}=\left\{\lambda K_{i}+\left[-\frac{1}{2} V_{i} \sin 2 \bar{\phi}_{i}-(-1)^{i} \frac{1}{2} U_{i} \cos 2 \bar{\phi}_{i}\right]\right\}, \quad i=1,2 \tag{26b}
\end{gather*}
$$

where

$$
\begin{gathered}
Z_{i}=-\frac{1}{2}\left(D_{i i}^{o}+D_{(i+2)(i+2)}^{o}\right), \quad U_{i}=-\frac{1}{2}\left(A_{i(i+2)}^{o}+A_{(i+2) i}^{o}+B_{i i}-B_{(i+2)(i+2)}\right), \\
V_{i}=-\frac{1}{2}\left(-A_{i i}^{o}+A_{(i+2)(i+2)}^{o}+B_{i(i+2)}+B_{(i+2) i}\right), \quad i=1,2 .
\end{gathered}
$$

In order to investigate the stability of solutions of Eqs. (21), new variables, $x_{i}$ and $y_{i}$, are introduced via:

$$
x_{i}=\bar{a}_{i} \cos \bar{\phi}_{i}, \quad y_{i}=\bar{a}_{i} \sin \bar{\phi}_{i}, \quad i=1,2
$$

Solutions of the form $\mathrm{e}^{\rho \tau}$ are now sought which yields the characteristic equation for the exponent $\rho$ as

$$
\begin{equation*}
\rho^{2}-2 Z_{i} \rho+\frac{1}{4}\left(\lambda^{2}-V_{i}^{2}-U_{i}^{2}+4 Z_{i}^{2}\right)=0, \quad i=1,2 . \tag{27}
\end{equation*}
$$

The system will be unstable when $\rho_{1,2}>0$, and hence from Eq. (27), closed form instability conditions can be derived by

$$
\begin{equation*}
1-\sqrt{V_{i}^{2}+U_{i}^{2}-4 Z_{i}^{2}}<\frac{v}{\omega_{0}}<1+\sqrt{V_{i}^{2}+U_{i}^{2}-4 Z_{i}^{2}}, \quad \omega_{0}=2 \omega_{i}, \quad i=1,2 \tag{28}
\end{equation*}
$$

### 3.3. Case III-combination resonance

Applying the average operator for the sum-type combination resonance case, $\left|K_{2}+K_{1}\right|=1$, ( $\omega_{0}=\omega_{2}+\omega_{1}$ ), the system Eqs. (21) are averaged to a set of four coupled first-order differential equations in the amplitudes and phase:

$$
\begin{align*}
\bar{a}_{1}^{\prime} & =\left[Z_{1} \bar{a}_{1}+\frac{1}{2} \bar{a}_{2} U_{3} \sin \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)+\frac{1}{2} \bar{a}_{2} V_{3} \cos \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)\right],  \tag{29a}\\
\bar{a}_{2}^{\prime} & =\left[Z_{2} \bar{a}_{2}+\frac{1}{2} \bar{a}_{1} U_{4} \sin \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)+\frac{1}{2} \bar{a}_{1} V_{4} \cos \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)\right],  \tag{29b}\\
\bar{a}_{1} \bar{\phi}_{1}^{\prime} & =\lambda K_{1} \bar{a}_{1}+\left[-\frac{1}{2} \bar{a}_{2} V_{3} \sin \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)+\frac{1}{2} \bar{a}_{2} U_{3} \cos \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)\right],  \tag{29c}\\
\bar{a}_{2} \bar{\phi}_{2}^{\prime} & =\lambda K_{2} \bar{a}_{2}+\left[-\frac{1}{2} \bar{a}_{1} V_{4} \sin \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)+\frac{1}{2} \bar{a}_{1} U_{4} \cos \left(\bar{\phi}_{2}+\bar{\phi}_{1}\right)\right], \tag{29~d}
\end{align*}
$$

where

$$
\begin{aligned}
U_{3}=-\frac{1}{2}\left(A_{14}^{o}+A_{32}^{o}+B_{12}-B_{34}\right), & U_{4}=-\frac{1}{2}\left(A_{23}^{o}+A_{41}^{o}+B_{21}-B_{43}\right), \\
V_{3}=-\frac{1}{2}\left(-A_{12}^{o}+A_{34}^{o}+B_{14}+B_{32}\right), & V_{4}=-\frac{1}{2}\left(-A_{21}^{o}+A_{43}^{o}+B_{23}+B_{41}\right) .
\end{aligned}
$$

Employing a transformation in the complex plane, Eqs. (29), can be decoupled [14], and then by seeking the solutions of the form $\mathrm{e}^{\rho \tau}$, the characteristic equation is obtained. In the absence of damping this equation takes the form

$$
\begin{equation*}
\left(\rho-j \lambda K_{1}\right)\left(\rho+j \lambda K_{2}\right)-\left(\frac{1}{2}\right)^{2}\left(V_{3}+j U_{3}\right)\left(V_{4}-j U_{4}\right)=0 . \tag{30}
\end{equation*}
$$

By setting $\rho_{1,2}>0$ for system instability, the closed form instability conditions are obtained as follows for the undamped case:

$$
\begin{equation*}
1-\sqrt{\left(V_{3} V_{4}+U_{3} U_{4}\right)-j\left(U_{3} V_{4}-V_{3} U_{4}\right)}<\frac{v}{\omega_{0}}<1+\sqrt{\left(V_{3} V_{4}+U_{3} U_{4}\right)-j\left(U_{3} V_{4}-V_{3} U_{4}\right)} . \tag{31}
\end{equation*}
$$

Now, if damping is introduced in the system, the characteristic equation becomes

$$
\begin{equation*}
\rho^{2}-\left(Z_{1}+Z_{2}-j \lambda K_{2}+j \lambda K_{1}\right) \rho+\left(Z_{1}+j \lambda K_{1}\right)\left(Z_{2}-j \lambda K_{2}\right)-\left(\frac{1}{2}\right)^{2}\left(U_{3} U_{4}\right)=0 . \tag{32}
\end{equation*}
$$

Then, the instability condition for the damped case can be expressed by

$$
\begin{equation*}
1-\sqrt{U_{3} U_{4} \frac{\left(Z_{1}+Z_{2}\right)^{2}}{4 Z_{1} Z_{2}}-\left(Z_{1}+Z_{2}\right)^{2}}<\frac{v}{\omega_{0}}<1+\sqrt{U_{3} U_{4} \frac{\left(Z_{1}+Z_{2}\right)^{2}}{4 Z_{1} Z_{2}}-\left(Z_{1}+Z_{2}\right)^{2}} \tag{33}
\end{equation*}
$$

Similarly, for the case of difference-type combination resonance, $\left|K_{2}-K_{1}\right|=1\left(\omega_{0}=\omega_{2}-\omega_{1}\right)$, by applying the same procedure, the instability conditions for the undamped case,

$$
\begin{equation*}
1-\sqrt{\left(V_{3}^{o} V_{4}^{o}+U_{3}^{o} U_{4}^{o}\right)-j\left(U_{3}^{o} V_{4}^{o}-V_{3}^{o} U_{4}^{o}\right)}<\frac{v}{\omega_{0}}<1+\sqrt{\left(V_{3}^{o} V_{4}^{o}+U_{3}^{o} U_{4}^{o}\right)-j\left(U_{3}^{o} V_{4}^{o}-V_{3}^{o} U_{4}^{o}\right)} \tag{34}
\end{equation*}
$$

and for the damped case,

$$
\begin{equation*}
1-\sqrt{U_{3}^{o} U_{4}^{o} \frac{\left(Z_{1}+Z_{2}\right)^{2}}{4 Z_{1} Z_{2}}-\left(Z_{1}+Z_{2}\right)^{2}}<\frac{v}{\omega_{0}}<1+\sqrt{U_{3}^{o} U_{4}^{o} \frac{\left(Z_{1}+Z_{2}\right)^{2}}{4 Z_{1} Z_{2}}-\left(Z_{1}+Z_{2}\right)^{2}} \tag{35}
\end{equation*}
$$

are obtained, where

$$
\begin{align*}
& U_{3}^{o}=-\frac{1}{2}\left(-A_{14}^{o}+A_{32}^{o}-B_{12}-B_{34}\right), \quad U_{4}^{o}=-\frac{1}{2}\left(A_{23}^{o}-A_{41}^{o}-B_{21}-B_{43}\right), \\
& V_{3}^{o}=-\frac{1}{2}\left(A_{12}^{o}+A_{34}^{o}-B_{14}+B_{32}\right), \quad V_{4}^{o}=-\frac{1}{2}\left(A_{21}^{o}+A_{43}^{o}+B_{23}-B_{41}\right) \tag{36}
\end{align*}
$$

For a set of system parameters, the conditions given by Eqs. (28), (31), (33), (34) and (35) are computed so that the onset of angular rate sensor instabilities can be characterized.

## 4. Results and discussion

In order to illustrate the applicability of the analytical results, typical parameters associated with a ring-type angular sensor are considered. The parameters of a micromachined ring used are shown in Table 1. In the present study, it is assumed that the ring is fabricated of nickel which has isotropic material properties.

Table 1
Ring parameters for numerical calculations

| Density (Nickel) | $\rho=8800 \mathrm{~kg} / \mathrm{m}^{3}$ |
| :--- | :--- |
| Young's modulus (Nickel) | $E=210 \times 10^{9} \mathrm{~N} / \mathrm{m}^{2}$ |
| Mean radius | $r=500 \mu \mathrm{~m}$ |
| Radial thickness | $h=12.5 \mu \mathrm{~m}$ |
| Axial thickness | $b=30 \mu \mathrm{~m}$ |

Owing to the speed-dependent gyroscopic coupling and system stiffness, it is known that bifurcations of natural frequencies can take place. In order to illustrate this effect, the second flexural mode is considered and the variations of the corresponding natural frequencies with input angular rate are depicted in Fig. 3. As a result of an assumed mass mismatch, $\delta m$, of $0.01 \%$, it can be observed that the natural frequencies associated with a non-rotating ring system (i.e., input angular rate is zero) are not identical: $\omega_{01}=1.8918 \times 10^{5}(\mathrm{rad} / \mathrm{s})$ and $\omega_{02}=1.8919 \times 10^{5}(\mathrm{rad} / \mathrm{s})$. It may be noted that this natural frequency variation with the input angular rate as described above is essential for stability investigation since the instability regions are investigated near certain combinations and multiple of these system natural frequencies.

Assuming a presence of a small mass mismatch $(\delta m \neq 0)$, and absence of damping $(\zeta=0)$ in the system, the instability conditions obtained from Eqs. (28), (31) and (34) are plotted in the excitation frequency-amplitude space $(v-\mu)$ in Fig. 4. It may be noted that $\mu$ represents the small dimensionless amplitude of fluctuation, and $v$ represents the frequency of the imposed periodic excitation. The hatched parts represent the unstable regions and the clear parts illustrate the stable regions. It can be seen that the instability region associated with the sum-type combination resonance, $\left|K_{2}+K_{1}\right|=1\left(\omega_{0}=\omega_{2}+\omega_{1}\right)$, obtained from Eqs. (31) is relatively larger than the regions associated with the sub-harmonic resonances, $K_{i}=1 / 2\left(\omega_{0}=2 \omega_{i}, i=1,2\right)$, obtained from Eq. (28). Also, it may be noted that with the presence of some mass mismatch in the system, employing Eq. (34) no instability region is found to exist for the difference-type combination resonance, $\left|K_{2}-K_{1}\right|=1\left(\omega_{0}=\omega_{2}-\omega_{1}\right)$. When the ring is assumed to be perfect, i.e., $\delta m=0$, instability regions do not exist as mentioned in the study of Kammer and Schlack [6].
The plots in Fig. 5 illustrate the variations of the instability regions when damping is considered. As damping increases, the instability regions shift upwards in both the sub-harmonic and combination resonance cases, which results in a more stable system. However, the damped instability region in the case of subharmonic resonance appears narrower than the region associated with the corresponding undamped system as shown in Fig. 5(a), while in the case of the combination resonance, the damped instability region is wider as the region shifts upward as depicted in Fig. 5(b). Further, for the undamped system the instability regions for the sum-type combination resonance case can be obtained using Eq. (31), which is derived for the case of $\zeta=0$ and from Eq. (33) when the damping ratio approaches zero, i.e., $\lim _{\zeta \rightarrow 0} Z_{i}(i=1,2$ ). As shown in Fig. 5(b), these two regions differ and the difference is illustrated by introducing a quasi-stabile region for the latter case.


Fig. 3. Natural frequency variations for a rotating ring with non-zero mass mismatch $(\delta m \neq 0)$.


Fig. 4. Instability regions: undamped $(\zeta=0)$ with non-zero mass mismatch $(\delta m \neq 0)$ : unstable regions.


Fig. 5. Instability regions for damped and undamped cases: (a) subharmonic resonance: -, undamped; ---, damped and (b) combination resonance: - , undamped; ---, damped; $\mathbb{\pi}$, unstable region; $\square$, quasi-stable region.

It may be noted that this phenomenon is only observable for the combination resonance case. Generally, the damping in the micromachined gyros is generated from air and heat: air-damping and thermoelastic damping affect the resonant frequency and quality factor. Although it is known that elimination of damping increases the quality factor of the gyro, the presence of damping provides larger stable region thus stabilizing the gyroscopic system.

In order to examine the effects the input angular rate and the mass mismatch have on the stability, the variation of the associated regions with respect to the above two parameters are plotted. Figs. 6(a) and (b) clearly illustrate that widening of regions take place with increasing angular rates and increasing mass mismatch.


Fig. 6. Insability regions: (a) variation with input angular rate, $\bar{\Omega}$ (rad/s):,$- 2 \pi ;---, 3 \pi ; \cdots, 4 \pi$ and (b) variation with mass mismatch, $\delta m(\%):-, 0.01 ;---, 0.025 ; \cdots, 0.05$.

For the choice of parameters considered in this paper, the instability behaviour predicted from the present analysis clearly demonstrate the use of this analysis in the design of this class of devices. It may be noted that the material used in this study is nickel since it is the most common choice until now. However, recent efforts are going into producing structures using polysilicon which is known to have a certain degree of anisotropy. Hence, future stability analyses will need to incorporate this property if accurate instability predictions are warranted.

## 5. Conclusions

Dynamic stability analysis for a micromachined ring-type structure subjected to base rotation with periodic perturbations is performed. The angular motion of the ring affects not only the gyroscopic coupling but also the variation of the stiffness. Method of averaging has been employed for deriving the instability conditions in closed-form. These conditions predict the onset of instability behaviour characterized by exponential growth in response amplitudes, and are illustrated by plotting the instability regions in the excitation frequencyexcitation amplitude space. If the mass mismatch in the ring is considered, instability regions are observed when the excitation frequencies are near the sub-harmonic or sum-type combination resonance frequencies. In the case of no mass mismatch, instability regions do not exist. Instability regions associated with the damped systems are found to be narrower in the case of sub-harmonic resonance and wider in the case of the combination resonance. In addition, in all cases considered, the instability regions are observed to become wider with increasing input angular rates and mass mismatch. The understanding of the instability behaviour as predicted in the present study is expected to result in a better insight into the dynamic behaviour associated with angular rate sensors that are of the rotating ring-type.
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## Appendix A. System matrices

The system matrices are evaluated to be

$$
\begin{aligned}
& \mathbf{D}^{o}=\frac{1}{\omega_{0}}\left[\begin{array}{cccc}
D_{11} & D_{12} & 0 & 0 \\
D_{21} & D_{22} & 0 & 0 \\
0 & 0 & D_{33} & D_{34} \\
0 & 0 & D_{43} & D_{44}
\end{array}\right], \quad \mathbf{A}^{o}=\frac{1}{\omega_{0}}\left[\begin{array}{ccc}
0 & 0 & A_{13}
\end{array} A_{14}\right. \\
& 0 \\
& 0
\end{aligned} A_{23} A_{24}\left[\begin{array}{ccc}
A_{31} & A_{32} & 0 \\
A_{41} & A_{42} & 0 \\
0
\end{array}\right], ~\left[\begin{array}{cccc}
B_{11} & B_{12} & 0 & 0 \\
B_{21} & B_{22} & 0 & 0 \\
0 & 0 & B_{33} & B_{34} \\
0 & 0 & B_{43} & B_{44}
\end{array}\right], \quad \mathbf{T}=\left[\begin{array}{cccc}
\frac{X_{11}}{N_{1}} & \frac{X_{21}}{N_{2}} & 0 & 0 \\
0 & 0 & \frac{Y_{11}}{N_{1}} & \frac{Y_{21}}{N_{2}} \\
0 & 0 & \frac{Y_{12}}{N_{1}} & \frac{Y_{22}}{N_{2}} \\
\frac{X_{12}}{N_{1}} & \frac{X_{22}}{N_{2}} & 0 & 0
\end{array}\right],
$$

where $\mathbf{x}_{i}=\left[\begin{array}{llll}X_{i 1} & 0 & 0 & X_{i 2}\end{array}\right]^{\mathrm{T}}$ and $\mathbf{y}_{i}=\left[\begin{array}{llll}0 & Y_{i 1} & Y_{i 2} & 0\end{array}\right]^{\mathrm{T}}$ represent, respectively, real and imaginary parts of the eigenmodes of Eq. (18). The other components of the matrices can be written by

$$
\begin{gathered}
D_{11}=\frac{2 \zeta \omega_{02}\left(\gamma \bar{\Omega} X_{11} X_{21}-X_{12} X_{21}\right)}{(1+\delta m) \Lambda}, \quad D_{12}=\frac{2 \zeta \omega_{02}\left(\gamma \bar{\Omega} X_{21}^{2}-X_{21} X_{22}\right)}{(1+\delta m) \Lambda} \frac{N_{1}}{N_{2}}, \\
D_{21}=-\frac{2 \zeta \omega_{02}\left(\gamma \bar{\Omega} X_{11}^{2}-X_{11} X_{12}\right)}{(1+\delta m) \Lambda} \frac{N_{2}}{N_{1}}, \quad D_{22}=-\frac{2 \zeta \omega_{02}\left(\gamma \bar{\Omega} X_{11} X_{21}-X_{11} X_{22}\right)}{(1+\delta m) \Lambda}, \\
D_{33}=-\frac{2 \zeta \omega_{01}\left(\gamma \bar{\Omega} Y_{11} Y_{21}+Y_{12} Y_{21}\right)}{\Gamma}, \quad D_{34}=-\frac{2 \zeta \omega_{01}\left(\gamma \bar{\Omega} Y_{21}^{2}+Y_{21} Y_{22}\right)}{\Gamma} \frac{N_{1}}{N_{2}}, \\
D_{43}=\frac{2 \zeta \omega_{01}\left(\gamma \bar{\Omega} Y_{11}^{2}+Y_{11} Y_{12}\right)}{\Gamma} \frac{N_{2}}{N_{1}}, \quad D_{44}=\frac{2 \zeta \omega_{01}\left(\gamma \bar{\Omega} Y_{11} Y_{21}+Y_{11} Y_{22}\right)}{\Gamma}, \\
A_{13}=-2 \mu \bar{\Omega} \frac{\left(\gamma^{2}+\kappa_{2}\right) \bar{\Omega} X_{21} Y_{11}+\gamma X_{21} Y_{12}}{\Lambda}, \quad A_{14}=-2 \mu \bar{\Omega}\left[\frac{\left(\gamma^{2}+\kappa_{2}\right) \bar{\Omega} X_{21} Y_{21}+\gamma X_{21} Y_{22}}{\Lambda}\right] \frac{N_{1}}{N_{2}}, \\
A_{23}=2 \mu \bar{\Omega}\left[\frac{\left(\gamma^{2}+\kappa_{2}\right) \bar{\Omega} X_{11} Y_{11}+\gamma X_{11} Y_{12}}{\Lambda} \frac{N_{2}}{N_{1}}, \quad A_{24}=2 \mu \bar{\Omega} \frac{\left(\gamma^{2}+\kappa_{2}\right) \bar{\Omega} X_{11} Y_{21}+\gamma X_{11} Y_{22}}{\Lambda},\right. \\
A_{31}=-2 \mu \bar{\Omega}\left[\frac{\gamma\left(\gamma \bar{\Omega} Y_{21} X_{11}-Y_{21} X_{12}\right)}{(1+\delta m) \Gamma}+\frac{\kappa_{2} \bar{\Omega} Y_{21} X_{11}}{\Gamma}\right], \\
A_{32}=-2 \mu \bar{\Omega}\left[\frac{\gamma\left(\gamma \bar{\Omega} Y_{21} X_{21}-Y_{21} X_{22}\right)}{(1+\delta m) \Gamma}+\frac{\left.\kappa_{2} \bar{\Omega} Y_{21} X_{21}\right]}{\Gamma}\right] \frac{N_{1}}{N_{2}}, \\
A_{41}=2 \mu \bar{\Omega}\left[\frac{\gamma\left(\gamma \bar{\Omega} Y_{11} X_{11}-Y_{11} X_{12}\right)}{(1+\delta m) \Gamma}+\frac{\kappa_{2} \bar{\Omega} Y_{11} X_{11}}{\Gamma}\right] \frac{N_{2}}{N_{1}}, \\
A_{42}=2 \mu \bar{\Omega}\left[\frac{\gamma\left(\gamma \bar{\Omega} Y_{11} X_{21}-Y_{11} X_{22}\right)}{(1+\delta m) \Gamma}+\frac{\kappa_{2} \bar{\Omega} Y_{11} X_{21}}{\Gamma}\right],
\end{gathered}
$$

$$
\begin{gathered}
B_{11}=\mu \frac{\gamma \bar{\Omega} X_{21} X_{11}}{\Lambda}, \quad B_{12}=\mu \frac{\gamma \bar{\Omega} X_{21}^{2}}{\Lambda} \frac{N_{1}}{N_{2}}, \quad B_{21}=-\mu \frac{\gamma \bar{\Omega} X_{11}^{2}}{\Lambda} \frac{N_{2}}{N_{1}}, \quad B_{22}=-\mu \frac{\gamma \bar{\Omega} X_{21} X_{11}}{\Lambda}, \\
B_{33}=-\mu \frac{\gamma \bar{\Omega} Y_{21} Y_{11}}{\Gamma}, \quad B_{34}=-\mu \frac{\gamma \bar{\Omega} Y_{21}^{2}}{\Gamma} \frac{N_{1}}{N_{2}}, \quad B_{43}=\mu \frac{\gamma \bar{\Omega} Y_{11}^{2}}{\Gamma} \frac{N_{2}}{N_{1}}, \quad B_{44}=\mu \frac{\gamma \bar{\Omega} Y_{21} Y_{11}}{\Gamma}, \\
\Lambda=X_{11} X_{22}-X_{12} X_{21}, \quad \Gamma=Y_{11} Y_{22}-Y_{12} Y_{21} .
\end{gathered}
$$
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